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This paper analyzes well-posedness and stability of a conjugate heat transfer problem in
one space dimension. We study a model problem for heat transfer between a fluid and a
solid. The energy method is used to derive boundary and interface conditions that make
the continuous problem well-posed and the semi-discrete problem stable. The numerical
scheme is implemented using 2nd-, 3rd- and 4th-order finite difference operators on Sum-
mation-By-Parts (SBP) form. The boundary and interface conditions are implemented
weakly. We investigate the spectrum of the spatial discretization to determine which type
of coupling that gives attractive convergence properties. The rate of convergence is verified
using the method of manufactured solutions.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The coupling of fluid and heat equations is an area that has many interesting scientific and engineering applications. From
the scientific side it is interesting to mathematically derive conditions to make the coupled system well-posed and compare
with actual physics. The applications for conjugate heat transfer ranges between cooling of turbine blades, electronic com-
ponents, nuclear reactors or spacecraft re-entry just to name a few. The particular application we are working towards here
is a microscale satellite cold gas propulsion system with heat sources that will be used for controlling the flow rate [1]. See
Fig. 1.

This paper is the first step of understanding the coupling procedure within our framework. The computational method
that we are using is a finite difference method on Summation-By-Parts (SBP) form with the Simultaneous Approximation
Term (SAT), a weak coupling at the fluid–solid interface. This method has been developed in many papers [2–7] and used
for many difficult problems where it has proven to be robust [8–11]. The extensions to multiple dimensions is relatively
straightforward once the one-dimensional case has been investigated. The difficulty in extending to multiple dimensions lies
rather in a high performance implementation than in the theory.

The main idea of the SBP and SAT framework is that the difference operators should mimic integration by parts in the
continuous case. This framework makes the discrete equations closely related to the PDE:s themselves. The difference oper-
ators are constructed such that they shift to one-sided close to the boundaries. This results in an energy estimate which gives
stability for a well-posed Cauchy problem. The SAT method implements the boundary conditions weakly and an energy esti-
mate, and hence stability, can be obtained for a well-posed initial boundary value problem.
. All rights reserved.
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Fig. 1. A micro machined nozzle with 3 heater coils positioned just before the nozzle throat. The nozzle throat is approximately 30 lm in a heat exchange
chamber.
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Since the operators shift to one-sided close to boundaries and interfaces there is no need to introduce ghost points
or extrapolate values which in general causes stability issues. Once the scheme is correctly written and all coefficients
determined the order of the scheme depends only on the order of the difference operators. In this paper we will present
2nd-, 3rd- and 4th-order operators and study their performance. The details of these operators can be found in for example
[2,3,12].

2. The continuous problem

The equations we are studying in this paper are motivated by a gas flow in a long channel with heat sources. The channel
is long compared to the height and hence the changes in the tangential direction are small in comparison to the changes in
the normal direction, see Fig. 2.

The equations are an incompletely parabolic system of equations for the flow and the scalar heat equation for the heat
transfer,
Fig. 2.
for the
wt þ Awx ¼ eBwxx; �1 6 x 6 0 ð1Þ
and
Tt ¼ kTxx; 0 6 x 6 1; ð2Þ
where
w ¼
q
u

T

264
375; A ¼

a b 0
b a c

0 c a

264
375; B ¼

0 0 0
0 a 0
0 0 b

264
375: ð3Þ
We can view (1) as the Navier–Stokes equations linearized and symmetrized around a constant state. In that case we would
have
a ¼ �u; b ¼
�cffiffifficp ; c ¼ �c

ffiffiffiffiffiffiffiffiffiffiffiffi
c� 1

c

s
; a ¼ kþ 2l

�q
; b ¼ cl

Pr�q
; ð4Þ
where �u; �q and �c is the mean velocity, density and speed of sound. c is the ratio of specific heats, Pr the Prandtl number and k
and l are the second and dynamic viscosities, [8,13,14]. At this point the only assumption on the coefficients is that a,b > 0.

Our main objective is to couple (1) and (2) at x = 0 and investigate which boundary and interface conditions that will lead
to a well-posed coupled system.
By assuming an infinitely long channel with homogenicity in the tangential direction y we get an one-dimensional problem in the normal direction x
conjugate heat transfer problem.
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To simplify, we assume for the rest of the paper that a > 0. We are allowed to use three boundary conditions at x = �1,
three interface conditions at x = 0 and one boundary condition at x = 1. See e.g. [8,9,13,15].
2.1. Boundary conditions at x = �1

The boundary and interface conditions will be derived using the energy method. Define the energy norm of w as
kwk2 ¼
Z 0

�1
wT wdx: ð5Þ
By multiplying (1) with wT and integrating over the domain we get
wk k2
t ¼ �wT Aw

��0
�1 þ 2ewT Bwx

��0
�1 � 2e

Z 0

�1
wT

x Bwxdx: ð6Þ
Let
X ¼ 1ffiffiffi
2
p

d

�
ffiffiffi
2
p

c b b

0 d dffiffiffi
2
p

b c c

264
375; d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 þ c2

q
; ð7Þ
be the diagonalizing matrix of A. We have X�1 = XT and A = XKXT where
K ¼
a 0 0
0 aþ d 0
0 0 a� d

264
375; ð8Þ
contains the eigenvalues of A. Using these relations we can write (6) as
kwk2
t ¼ ðX

T wÞTKðXT wÞ � 2ewT Bwx � 2e
Z 0

�1
wT

x Bwxdx; ð9Þ
where all boundary terms are evaluated at x = �1. We make the change of variables
XT w ¼ 1ffiffiffi
2
p

d

�
ffiffiffi
2
p

cqþ
ffiffiffi
2
p

bT
bqþ duþ cT
bq� duþ cT

264
375 ¼ c1

c2

c3

264
375; ð10Þ
which are the characteristic variables for the hyperbolic part, cf. [13,15]. In order to bound the energy for the hyper-
bolic part we need to put boundary conditions on the characteristic variables that are related to the positive eigenvalues
of A. If we assume that a < d which corresponds to subsonic inflow, then A has two positive eigenvalues and we need to
use two boundary conditions on the corresponding characteristic variables. Thus we need to impose the boundary
conditions
c1 ¼
1ffiffiffi
2
p

d
�

ffiffiffi
2
p

cqþ
ffiffiffi
2
p

bT
� �

¼ f1ðtÞ; ð11Þ

c2 ¼
1ffiffiffi
2
p

d
ðbqþ duþ cT Þ ¼ f2ðtÞ; ð12Þ
to bound the hyperbolic part.
We are allowed to use one more boundary conditions that will need to bound the parabolic term �2ewTBwx. Assume

f1 = f2 = 0. By taking linear combinations of (11) and (12) we can eliminate q and obtain
cuþ dT ¼ 0: ð13Þ
The parabolic term is expanded using relation (13) to obtain
�2ewT Bwx ¼ �2eu aux �
bc
d
T x

� �
: ð14Þ
If we put
adux � bcT x ¼ f3ðtÞ; ð15Þ
as the final boundary condition for (1) at x = �1, then with f3 = 0 the parabolic term (14) is zero and all the boundary terms
are bounded.
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Remark 2.1. The assumption of zero boundary data is necessary to obtain Eq. (15). If we could have bounded the left
boundary terms with non-zero boundary data, it could lead to a strongly well-posed problem [16].
2.2. Boundary conditions at x = 1

At x = 1 we have the scalar heat equation. By applying the energy method we get
Tk k2
t ¼ 2kTTx � 2k Txk k2; ð16Þ
from which it is easy to see that either
T ¼ h1ðtÞ; Tx ¼ h2ðtÞ or a1T þ b1Tx ¼ h3ðtÞ; ð17Þ
will result in an energy estimate (for suitable choices of the constants a1 and b1). In the rest of the paper and in the numerical
experiments we have used T = h1(t).

2.3. Interface conditions at x = 0

At the interface we apply the energy method to both equations and add them together to get (when ignoring boundary
terms)
d
dt
kwk2 þ kTk2
� �

¼ �wT Awþ 2ewT Bwx � 2kTTx � 2e
Z 0

�1
wT

x Bwx dx� 2k
Z 1

0
T2

x dx: ð18Þ
Since we are considering the interface as a solid wall which separates the fluid from the solid and since we want a continuous
heat transfer we impose
u ¼ 0; T ¼ T: ð19Þ
Using the interface conditions (19), Eq. (18) reduces to
d
dt
kwk2 þ kTk2
� �

¼ �aðq2 þ T 2Þ þ 2T ðbeT x � kTxÞ � 2e
Z 0

�1
wT

x Bwx dx� 2k
Z 1

0
T2

x dx ð20Þ
and we can easily see that if we impose
beT x � kTx ¼ 0; ð21Þ
as the final interface condition we get an energy estimate. Without (21), the interface can act as an unphysical heat source.
Using all these boundary and interface conditions we can conclude the following.

Proposition 2.1. Eqs. (1) and (2) coupled at x = 0 are well-posed with boundary conditions (11), (12), (15) and (17) and interface
conditions (19) and (21).
Remark 2.2. Note that in arriving at Proposition 2.1 we have assumed that the data is identically zero. If we had been able to
obtain an energy estimate for non-zero data the problem would have been strongly well-posed [16].
3. The semi-discrete problem

Eq. (1) is discretized on the single domain [-1,0] on a uniform grid of M + 1 grid points. The vector w ¼
½w0;w1; . . . ;wM �T ¼ ½q0;u0; T 0;q1;u1; T 1; . . . ;qM;uM ; T M �T is the discrete approximation of w. The derivatives are approxi-
mated by the operators on SBP form
wx � DL
1 � I3

� �
w ¼ P�1

L Q L � I3

� �
w; ð22Þ

wxx � DL
2 � I3

� �
w ¼ P�1

L Q L � I3

� �2
w; ð23Þ
where PL is a symmetric positive definite matrix and QL is an almost skew symmetric matrix satisfying QL þ Q T
L ¼

BL ¼ diagð�1;0; . . . ;0;1Þ [2,3]. I3 is the 3 � 3 identity matrix. Eq. (2) is similarly discretized on a uniform grid of N + 1 grid
points.

Remark 3.1. The approximation (23) has the drawback that the computational stencil is wide. This is however necessary for
variable coefficients. Compact formulations that uses minimal bandwidth does however exist for constant coefficient
problems [3].
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In (22) and (23) we have introduced the Kronecker product, defined as
A� B ¼
a11B � � � a1nB

..

. . .
. ..

.

am1B � � � amnB

2664
3775 ð24Þ
for the m � n and p � q matrices A and B respectively. It is a special case of a tensor product so it is bilinear and associative.
Some of its important properties are
ðA� BÞðC � DÞ ¼ ðAC � BDÞ; ð25Þ
ðA� BÞ�1 ¼ ðA�1 � B�1Þ; ð26Þ
if the usual matrix products and inverses are defined.
Given a partial differential equation,
v t ¼ Pðx; t;vÞ; x 2 X; t P 0;
vðx; 0Þ ¼ f ðxÞ; x 2 X; t ¼ 0;
Lv ¼ gðtÞ; x 2 @X; t P 0;

ð27Þ
the SAT method will be used to implement the boundary condition Lv = g weakly. This means that Lv� g ¼ OðhpÞ in the dis-
crete case. The discretization of (27) using the SAT method would schematically look like
vt ¼ Dv þ ðP�1E� RÞðLv� gÞ; ð28Þ
where D is a discrete SBP approximation of P and L is a matrix that approximates the continuous operator L. E is a matrix
which picks the correct boundary terms at the correct positions in space. R is an unknown matrix of the same size as the
system of PDE:s to be determined for stability.

With these tools and the boundary and interface conditions derived in Proposition 2.1 we can discretize (1) and (2) using
the SAT method as
wt ¼ � DL
1 � A

� �
wþ e DL

2 � B
� �

wþ P�1
L EL

0 � R0
1

� �
XT w0 � g0

1

� �
þ P�1

L EL
0 � R0

3

� �
ad DL

1u
� �

0
� bc DL

1T
� �

0
� g0

3

� �
þ P�1

L DL
1

� �T
EL

0 � R0
5

� �
cu0 þ dT 0 � g0

5

� 	
þ P�1

L EL
M � RM

1

� �
wM � gM

1

� 	
þ P�1

L EL
M � RM

2

� �
wM � gM

1

� 	
þ P�1

L EL
M � RM

3

� �
T M � T0ð Þ þ P�1

L DL
1

� �T
EL

M � RM
4

� �
ðT M � T0Þ þ P�1

L EL
M � RM

5

� �
be DL

1T
� �

M

�
�k DR

1T
� �

0

�
� P�1

L � I3

� � eDT
L
eBL
eDL � I3

� �
; ð29Þ

Tt ¼ kDR
2Tþ s0

1P�1
R ER

0ðT0 � T MÞ þ s0
2P�1

R DR
1

� �T
ER

0ðT0 � T MÞ þ s0
3P�1

R ER
0 k DR

1T
� �

0
� be DL

1T
� �

M

� �
þ sN

1 P�1
R ER

N TN � hN
1

� �
� P�1

R
eDT

R
eBR
eDR: ð30Þ
The matrices EL
0 ¼ diagð1;0; . . . ;0Þ; EL

M ¼ diagð0; . . . ;0;1Þ and ER
0;N similarly defined, are used to select boundary elements. The

3 � 3 matrices R0;M
i and coefficients s0;N

j are called penalty matrices and penalty coefficients which have to be determined for
stability [2–4]. All g0;M

i and hN
1 are arbitrary boundary data, except for g0

5 ¼
bg0

1þ
ffiffi
2
p

cg0
3ffiffi

2
p

d
which was derived as a linear combination

of the other boundary conditions.

Remark 3.2. In (29) we have XT w0 � g0
1 ¼ ½c1 � f1; c2 � f2; c3 � f3�T where c1, c2 and c3 are the characteristic variables.

Moreover wM � gM
1 ¼ ½qM � g1;uM � g2; T M � g3�

T . The rest of the SAT boundary and interface terms are 3 � 1 vectors with
the scalar values given on each row. The penalty matrices are constructed such that they select the correct entries and
cancels the rest.

The terms eDT
L;R
eBL;R

eDL;R are artificial dissipation operators which reduce spurious oscillations. The matrices eDL;R are undi-
vided forward or backward difference operators and BL,R are diagonal matrices which make the dissipation operator symmet-
ric and determines the amount and location of the dissipation. In this case we have for 2nd-order the dissipation operators
eDL;R ¼

�1 1 0 � � � 0
0 �1 1 � � � 0
..
. . .

. . .
. . .

. ..
.

0 � � � 0 �1 1
0 � � � 0 0 �1

26666664

37777775;
eBL;R ¼ diagðcL;R; cL;R; . . . ; cL;R;0Þ
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eDT
L;R
eBL;R

eDL;R ¼ cL;R

1 �1 0 0 � � � 0
�1 2 �1 0 � � � 0

..

. . .
. . .

. . .
. . .

. ..
.

0 � � � 0 �1 2 �1
0 � � � 0 0 �1 1

26666664

37777775; ð31Þ
where cL, R is a positive parameter determining the amount of dissipation. These operators lead to an energy estimate and
does not reduce the order of the scheme. An extensive study of these dissipation operators can be found in [12].

3.1. Stability conditions at x = �1

We will use the discrete analogue of the energy method to show that the scheme is stable. Define the discrete energy
norm
kwk2
PL
¼ wTðPL � I3Þw; ð32Þ
where I3 is the 3 � 3 identity matrix. Omit all terms which are not related to the left boundary, and multiply (29) with
wT(P � I3). Since DL

1 and DL
2 are on SBP form we obtain after some algebra
d
dt

wk k2
PL
¼ wT

0Aw0 � 2ewT
0B DL

1w
� �

0
� 2e DL

1w
� �T

ðINþ1 � BÞ DL
1w

� �
þ 2wT

0R
0
1 XT w0 � g0

1

� �
þ 2wT

0R
0
3 ad DL

1u
� �

0
� bc DL

1T
� �

0
� g0

3

� �
þ 2 DL

1w
� �T

0
R0

5 cu0 þ dT 0 � g0
5

� 	
: ð33Þ
As in the continuous case we let g0
1 ¼ g0

3 ¼ g0
5 ¼ 0 and consider the hyperbolic and parabolic parts separately.

The hyperbolic part with the corresponding penalty term is
wT
0Aw0 þ 2wT

0R
0
1XT w0: ð34Þ
By diagonalizing A and make a change of variables in the same way as in the continuous case we obtain that with
R0
1 ¼

1ffiffiffi
2
p

d

�
ffiffiffi
2
p

cr0
1 br0

2 0
0 dr0

2 0ffiffiffi
2
p

br0
1 cr0

2 0

264
375; ð35Þ
where
aþ 2r0
1 6 0; aþ dþ 2r0

2 6 0; ð36Þ
the hyperbolic part is bounded.
The parabolic part with the corresponding penalty terms is
�2ewT
0B DL

1w
� �

0
þ 2wT

0R
0
3 ad DL

1u
� �

0
� bc DL

1T
� �

0

� �
þ 2 DL

1w
� �T

0
R0

5 cu0 þ dT 0ð Þ ð37Þ
and again we have to choose R0
3 and R0

5 such that (37) is negative semi-definite. Let
R0
3 ¼

0 0 0
0 er0

3 0
0 0 er0

4

264
375; R0

5 ¼
0 0 0
0 er0

5 0
0 0 er0

6

264
375: ð38Þ
We formulate (37) as a quadratic form evT
0M0v0 with v0 ¼ ½u0; ðDL

1uÞ0; T 0; ðDL
1T Þ0�

T and
M0 ¼

0 �aþ adr0
3 þ cr0

5 0 �bcr0
3 þ cr0

6

�aþ adr0
3 þ cr0

5 0 adr0
4 þ dr0

5 0
0 adr0

4 þ dr0
5 0 �b� bcr0

4 þ dr0
6

�bcr0
3 þ cr0

6 0 �b� bcr0
4 þ dr0

6 0

26664
37775: ð39Þ
In order for (37) to be negative semi-definite we need to choose the coefficients r0
i such that M0 6 0. Since all diagonal en-

tries of M0 is zero, all other entries must also be zero. This results in a system of equations with one parameter family of
solutions
r 2 R; r0
3 ¼

1þ cr
d

; r0
4 ¼ r; r0

5 ¼ �ar; r0
6 ¼

bð1þ crÞ
d

: ð40Þ
The arbitrary parameter r will later be used in the analysis of the discrete spectrum when we study convergence and stiffness
properties of the discretization. With these choices M0 = 0 and we obtain an energy estimate and hence the left boundary is
stable.
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3.2. Stability conditions at x = 1

Consider the semi-discrete scheme (30) at x = 1, where all interface terms have been neglected,
Tt ¼ kDR
2Tþ sN

1 P�1
R ER

N TN � hN
1

� �
: ð41Þ
By assuming hN
1 ¼ 0 and multiplying with TTPR we get (when ignoring interface terms)
d
dt
kTk2

PR
¼ 2kTN DR

1T
� �

N
þ 2sN

1 T2
M � 2k DR

1T
� �T

PR DR
1T

� �
: ð42Þ
Define pR
N as the last entry on the diagonal of PR, that is pR

N ¼ PðN;NÞR . Then (42) is bounded by choosing
sN
1 6

�k
4pR

N

: ð43Þ
This means that sN
1 is proportional to 1

Dx, and in particular we have k
4pR

N
¼ k

2Dx ;
12k

17Dx ;
10800k

13649Dx for 2nd-, 3rd- and 4th-order operators
respectively. This technique is discussed in e.g. [5,6].

3.3. Stability conditions at x = 0

At x = 0 we have the two interface schemes
wt ¼ � DL
1 � A

� �
wþ e DL

2 � B
� �

wþ P�1EL
M � RM

1

� �
wM � gM

1

� 	
þ P�1EL

M � RM
2

� �
wM � gM

1

� 	
þ P�1EL

M � RM
3

� �
ðT M � T0Þ þ P�1 DL

1

� �T
EL

M � RM
4

� �
T M � T0ð Þ

þ P�1EL
M � RM

5

� �
be DL

1T
� �

M
� k DR

1T
� �

0

� �
; ð44Þ

Tt ¼ kDR
2Tþ s0

1P�1
R ER

0ðT0 � T MÞ þ s0
2P�1

R DR
1

� �T
ER

0ðT0 � T MÞ þ s0
3P�1

R ER
0 k DR

1T
� �

0
� beðDL

1T ÞM
� �

: ð45Þ
The penalty terms related to the outer boundaries are omitted.
A formulation which clearly shows the coupled system can be written
w

T

" #
t

¼
DL

1 � ð�AÞ 0

0 0

" #
w

T

" #
þ

DL
1 � �B 0

0 kDR
2

" #
w

T

" #
þ P�1 eL

M � ~RM
3

�s0
1eR

0

" #
eL

M � f3

�eR
0

" #T

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J1

w

T

" #

þ P�1
ðDL

1Þ
T eL

M � eRM
4

�s0
2ðD

R
1Þ

T eR
0

" #
eL

M � f3

�eR
0

" #T

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J2

w

T

" #
þ P�1 eL

M � eRM
5

�s0
3eR

0

" #
b�ðDL

1 � I3ÞTðeL
M � f3Þ

�kðDR
1Þ

T eR
0

" #T

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J3

w

T

" #
;

ð46Þ
where
P�1 ¼
P�1

L � I3 0

0 P�1
R

" #
; eRM

i ¼ ½0;0;rM
i �

T
; f 3 ¼ ½0;0;1�

T
: ð47Þ
The interface matrices Ji are sparse with entries only close to the interface. For 2nd-order difference operators they are
J1 ¼

0 � � � � � � 0
..
. ..

. ..
. ..

.

� � � rM
3 �rM

3 � � �
� � � �s0

1 s0
1 � � �

..

. ..
. ..

. ..
.

0 � � � � � � 0

266666666664

377777777775
; ð48Þ
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J2 ¼

0 � � � � � � 0
..
. ..

. ..
. ..

.

� � � � rM
4

DxL

rM
4

DxL
� � �

� � � 0 0 � � �
� � � 0 0 � � �
� � � rM

4
DxL

� rM
4

DxL
� � �

� � � � s0
2

DxR

s0
2

DxL
� � �

� � � s0
2

DxR
� s0

2
DxL

� � �

..

. ..
. ..

. ..
.

0 � � � � � � 0

2666666666666666666666664

3777777777777777777777775

; ð49Þ

J3 ¼

0 � � � � � � 0
..
. ..

. ..
. ..

.

� � � � rM
5 b�
DxL

0 0 rM
5 b�
DxL

� rM
5 b�
DxL

rM
5 b�
DxL

� � �

� � � � s0
3k

DxR
0 0 s0

3k
DxR

� s0
3k

DxR

s0
3k

DxR
� � �

..

. ..
. ..

. ..
.

0 � � � � � � 0

2666666666664

3777777777775
: ð50Þ
By letting gM
1 ¼ 0, applying the energy method to both equations and adding together we get (when ignoring the outer

boundary terms)
d
dt
kwk2

PL
þ kTk2

PR

� �
¼ �wT

MAwM þ 2ewT
MB DL

1w
� �

M
� 2e DL

1w
� �T

ðIN � BÞ DL
1w

� �
þ 2wT

MRM
1 wM þ 2wT

MRM
2 wM

þ 2wT
MRM

3 ðT M � T0Þ þ DL
1w

� �T

N
RM

4 ðT M � T0Þ þ 2wT
MRM

5 be DL
1w

� �
M
� k DR

1T
� �

0

� �
� 2kT0 DR

1T
� �

0
� 2k DR

1T
� �T

PR DR
1T

� �
þ 2s0

1T0ðT0 � T MÞ þ 2s0
2 DR

1T
� �

0
ðT0 � T MÞ

þ 2s0
3T0 k DR

1T
� �

0
� beðDL

1T ÞM
� �

: ð51Þ
As in the continuous case we have the hyperbolic part with the corresponding penalty term
�wT
MAwM þ 2wT

MRM
1 wM ¼ wT

M �Aþ 2RM
1|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

MH

0B@
1CAwM; ð52Þ
which we want to bound by making MH negative semi-definite. Note that A is symmetric by assumption. By choosing
RM
1 ¼

0 rH
1 0

0 rH
2 0

0 rH
3 0

264
375; ð53Þ
we can explicitly compute the eigenvalues of MH and see that with
rH
1 ¼

b
2
; rH

2 6 0; rH
3 ¼

c
2
; ð54Þ
we have MH 6 0. Note that RM
1 acts on u only.

The parabolic part is split into parts containing u and T separately. For the interface condition on u at x = 0 we get by
expanding (51)
2aeuMðDL
1uÞM þ 2wT

MRM
2 wM � 2aeðDL

1uÞT PLðDL
1uÞ: ð55Þ
We choose
RM
2 ¼

0 0 0
0 rM

2 0
0 0 0

264
375 ð56Þ
and rewrite (55) as
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2aeuMðDL
1uÞM þ 2rM

2 u2
M � 2aekDL

1uk2
PL
: ð57Þ
This expression is bounded by choosing
rM
2 6
�ae
4pL

M

; ð58Þ
where pL
M is defined analogously to pR

N in (43).
The remaining terms are used for coupling the two equations. Let the penalty matrices have the form
RM
3 ¼

0 0 0
0 0 0
0 0 rM

3

264
375; RM

4 ¼
0 0 0
0 0 0
0 0 rM

4

264
375; RM

5 ¼
0 0 0
0 0 0
0 0 rM

5

264
375 ð59Þ
and expand the remaining terms. This gives us the expression
2beT M DL
1T

� �
M
� 2be DL

1T
� �T

PL DL
1T

� �
þ 2rM

3 T MðT M � T0Þ þ 2rM
4 DL

1T
� �

M
ðT M � T0Þ

þ 2rM
5 T M be DL

1T
� �

M
� k DR

1T
� �

0

� �
� 2kT0 DR

1T
� �

0
� 2k DR

1T
� �T

PR DR
1T

� �
þ 2s0

1T0ðT0 � T MÞ

þ 2s0
2 DR

1T
� �

0
ðT0 � T MÞ þ 2s0

3T0 k DR
1T

� �
0
� be DL

1T
� �

M

� �
; ð60Þ
which we need to bound by choosing appropriate penalty coefficients. Expression (60) can be written in matrix form as
vT
I MIv I � 2be DL

1T
��� ���2

PL

� 2k DR
1T

��� ���2

PR

; ð61Þ
where v I ¼ ½T M; ðDL
1T ÞM ; T0; ðDR

1TÞ0�
T and
MI ¼

2rM
3 beþ aerM

5 þ rM
4 � rM

3 þ s0
1

� 	
� bkrM

5 þ s0
2

� 	
beþ aerM

5 þ rM
4 0 � rM

4 þ aerM
3

� 	
0

� rM
3 þ s0

1

� 	
� rM

4 þ aerM
3

� 	
2s0

1 �kþ bks0
3 þ s0

2

� bkrM
5 þ s0

2

� 	
0 �kþ bks0

3 þ s0
2 0

26664
37775: ð62Þ
In order for the coupling terms to be bounded we need MI 6 0. The columns which have zero on the diagonal must be can-
celed. This gives a system of equations with one parameter family of solutions
s 2 R; rM
4 ¼ �beð1þ sÞ; rM

5 ¼ s; s0
2 ¼ �ks; s0

3 ¼ 1þ s: ð63Þ
Using relations (63), MI reduces to
MI ¼

2rM
3 0 � rM

3 þ s0
1

� 	
0

0 0 0 0
� rM

3 þ s0
1

� 	
0 2s0

1 0
0 0 0 0

26664
37775 ð64Þ
and by choosing
rM
3 ¼ s0

1 6 0; ð65Þ
we have MI 6 0 and all coupling terms are bounded. The parameter s will be of particular interest in later sections since it
determines the type of the coupling.

Using all the above we can thus conclude.

Proposition 3.1. The schemes (29) and (30) coupled at x = 0 are stable using the SAT boundary and interface treatment with
penalty coefficients given by (35), (40), (43), (54), (58), (63) and (65).
Remark 3.3. As in the continuous case we have assumed the boundary data to be identically zero. If we would have obtained
an energy estimate with non-zero data the coupled schemes would have been strongly stable [16].
4. Order of convergence

The order of convergence is studied by the method of manufactured solutions. The time step (Dt = 10�5) for all compu-
tations is chosen such that the scheme with 4th-order operators is well below the stability limit with 256 grid points in each
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subdomain, and we integrate in time until t = 0.1 using the classical 4th-order Runge–Kutta method. This ensures that the
time integration errors are negligible compared to the spatial discretization error. We use the functions
Table 1
Order o

M = N

32
64
128
256

32
64
128
256

32
64
128
256

32
64
128
256
qðx; tÞ ¼ cosð2px� tÞ þ sinð2px� tÞ; uðx; tÞ ¼ xþ cosð2px� tÞ;

T ðx; tÞ ¼ 1
e

sinð2pxÞe�jt; Tðx; tÞ ¼ 1
k

sinð2pxÞe�jt ; j ¼ 0:1; ð66Þ
which inserted into (1) and (2) gives a modified system of equations with additional forcing functions
wt þ Awx ¼ �Bwxx þ F;
Tt ¼ kTxxþ G; ð67Þ
where F = [F1,F2,F3]T and
F1 ¼ ð1� 2pðaþ bÞÞ sinð2px� tÞ þ ð�1þ 2paÞ cosð2px� tÞ þ b;

F2 ¼ ð1� 2pðaþ bÞÞ sinð2px� tÞ þ 2pðbþ 2p�aÞ cosð2px� tÞ þ 2pc
�

cosð2pxÞe�jt þ a; ð68Þ

F3 ¼ �2pc sinð2px� tÞ þ �j
�
þ 4p2b

� �
sinð2pxÞe�jt þ 2pa

�
cosð2pxÞe�jt þ c;

G ¼ �j
k
þ 4p2

� �
sinð2pxÞe�jt:
The functions (66) are analytic solutions to the modified system (67) and they satisfy the interface conditions in a non-trivial
way. Using (66) we create exact initial- and time dependent boundary data where needed. The penalty parameters have been
chosen with equality sign where there are inequalities, r = �1/2c and s = �1/2. The rate of convergence is obtained as
qi
j ¼ log10

ui
j�1 � v i

j�1

��� ���
ui

j � v i
j

��� ���
0B@

1CA,log10
hj

hj�1

� �
ð69Þ
where qi
j denotes the convergence rate for either of the variables i ¼ q;u; T ; T at mesh refinement level j. ui

j is the exact ana-
lytic solution for either of the variables i at mesh refinement level j and v i

j is the discrete solution. The ratio hj/hj�1 is the ratio
between the number of grid points at each refinement level. The coefficients in (1) and (2) have been chosen as
a ¼ 0:5; b ¼ 1ffiffifficp ; c ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
c� 1

c

s
; c ¼ 1:4; a ¼ b ¼ 1; e ¼ 0:1; k ¼ 1 ð70Þ
and the results are seen in Table 1.
The rates of convergence in Table 1 agree with the theoretically expected results [3,6]. The convergence in this case can be

improved by using a second derivative difference operator on compact form (if the solution of the coupled problem is proven
f convergence.

2nd-order 3rd-order 4th-order

q q q
1.5397 3.3169 3.9166
1.8835 3.3032 4.1544
1.9808 3.1561 4.1998
1.9934 3.0453 4.1291

u u u
2.0177 3.3919 5.7397
2.0123 3.2439 4.0481
2.0018 3.1309 3.5984
2.0024 3.0619 3.8251

T T T
1.9774 2.8456 4.3129
1.9868 2.9676 4.7098
1.9920 2.9973 4.8654
1.9959 3.0023 4.9148

T T T
1.9260 3.0821 4.2883
1.9529 3.0257 4.5497
1.9751 3.0152 4.3572
1.9873 3.0088 4.0936



5450 J. Lindström, J. Nordström / Journal of Computational Physics 229 (2010) 5440–5456
to be pointwise bounded and the penalty coefficients are chosen correctly) [17]. This case is not considered in this paper
since we are aiming for the compressible Navier–Stokes equations where the diffusive terms have variable coefficients.
For this type of problem the theory for the compact formulation is not yet satisfactory and work remains to be done.

5. Spectral analysis and convergence to steady-state

When doing flow computations one is often interested in reaching the steady-state solution fast. From (29) and (30) we
can see that we can write the fully coupled scheme as
−

−

−

Fig. 3.
points.
dv
dt
¼ Hv þ F ð71Þ
where the entire spatial discretization has been collected in the matrix H and F contains the boundary data. There are mainly
two ways of enhancing convergence to steady-state. One is to make a spatial discretization which has negative real parts of
the eigenvalues with as large magnitude as possible. That will optimize the convergence to steady-state for the ODE system
(71) [18–20]. The second is to advance in time with as large time step as possible. For an explicit time integration method,
the time step is limited by the eigenvalue with largest modulus.

The scheme and penalty parameters are independent of the order of accuracy of the difference operators and hence we
can study the spectrum of H for different orders. The first thing to be noticed is that there are two undetermined parameters r
and s coming from the left boundary (40) and the interface (63). Theoretically any choice of these parameters lead to a stable
scheme. With a too large magnitude they will make the problem stiff and a smaller time step is needed. Within a decent
range it is interesting to see how the spectrum of H changes as a function of these parameters.
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Note that the surfaces become flatter with higher orders due to the improved convergence.
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Fig. 4. Minimum real part of the eigenvalues of the spatial discretization as a function of the boundary and interface parameters r and s for M = N = 128 grid
points.
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In Fig. 3 the minimum real part of the spectrum of H is plotted as a function of r and s for M = N = 16. Since the scheme is
stable all real parts are negative.1

As the mesh is refined the dependence of the boundary and interface parameter disappears and the minimum real part of
the eigenvalues converge to the same value for all choices and all orders of accuracy, see Fig. 4.

To see the convergence of the spectrum we compute the minimum real part of the eigenvalues of the spatial discretiza-
tion for an increasing number of grid points. The boundary and interface parameter have been chosen as r = �0.4 and s = �0.5
for all orders and number of grid points. The choice r = �0.4 makes the penalty coefficients at the left boundary to be of
approximately the same magnitude. All choices of r with a magnitude of order one lead to approximately the same results.
The results are shown in Table 2 and Fig. 5 where we can see that the minimum real part of the spectrum of the discretization
converges for all orders as they should.

The parameter s in (63) is of particular interest. In the figures and tables below we have chosen rM
3 ¼ s0

1 ¼ 0 and hence the
coupling depends only on s. By choosing s = 0, Dirichlet conditions for continuity of temperature are given to the fluid do-
main and Neumann conditions for continuity of heat flux to the solid domain. By choosing s = �1 we get the reversed order.
By choosing s such that no terms are canceled in (44) and (45) we get a mixed type of interface conditions.

As can be seen from Fig. 3 there are variations depending on the choice of r and s for a coarse mesh. Since we are inter-
ested in the properties of the discretization depending on the coupling, we fix r = �0.4 and compute the minimum real part
of the spectrum as a function of s. The result can be seen in Table 3.
1 Minimum will refer to the minimum modulus of the real part of the spectrum. It is the eigenvalue with negative real part closest to zero which will be of
our interest.



Table 2
Minimum real part of the spectrum of the spatial discretization.

M = N Minimum real part of the spectrum

2nd-order 3rd-order 4th-order

16 �0.95933 �0.97811 �0.98496
32 �0.97933 �0.98540 �0.98666
64 �0.98510 �0.98681 �0.98701
128 �0.98658 �0.98703 �0.98706
256 �0.98694 �0.98706 �0.98706

5 5.5 6 6.5 7 7.5 8 8.5 9
−0.99

−0.985

−0.98

−0.975

−0.97

−0.965
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−0.955

−0.95

log2(M + N)

Fig. 5. Convergence of the minimum real part of the discrete spectrum for 2nd- (circle), 3rd- (square) and 4th-order (star) spatial discretization.

Table 3
The value of s which give minimal real part of the spectrum is shown in the upper part. The lower part includes a comparison with the case s = �1.

M = N 2nd-order 3rd-order 4th-order

s min RðkÞ s min RðkÞ s min RðkÞ

16 0.0 �0.97367 0.0 �0.97837 �0.1 �0.98502
32 0.0 �0.98310 0.0 �0.98542 0.0 �0.98667
64 0.0 �0.98600 0.0 �0.98681 0.0 �0.98701
128 0.0 �0.98679 0.0 �0.98703 0.0 �0.98706

16 �1.0 �0.97117 �1.0 �0.97806 �1.0 �0.98495
32 �1.0 �0.98259 �1.0 �0.98540 �1.0 �0.98666
64 �1.0 �0.98589 �1.0 �0.98681 �1.0 �0.98701
128 �1.0 �0.98676 �1.0 �0.98703 �1.0 �0.98706
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Interface procedures for the heat equation have been considered before by e.g. Giles [21], Roe et al. [22] and recently by
Henshaw and Chand [23]. Giles demonstrates a method where giving Dirichlet conditions for continuity of temperature to
the fluid domain and Neumann conditions for continuity of heat flux to the solid domain is necessary for preserving stability,
but that the time step restriction for certain discretizations and diffusion coefficients is more severe than in each of the sub-
domains. Roe et al. utilizes a different discretization and is able to circumvent this restriction by deriving a set of interface
equations from the interface conditions that improve the stability characteristics and also preserve the accuracy of the
scheme. Henshaw and Chand considers many different interface procedures and prove both stability and second order accu-
racy independent of the diffusive properties in contrast to the results in [21]. They also state that more attractive conver-
gence results might be obtained by considering a mixed type of interface conditions.

As can b